History effects during the selection of primary dendrite spacing. Comparison of phase-field simulations with experimental observations
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Abstract

The paper describes numerical experiments to investigate the selection of primary dendritic spacing \( \lambda \) under transient conditions. The phase field method coupled to solutal diffusion is combined with a moving frame algorithm to enlarge the total calculation domain. For constant growth conditions of an Al–7%Si alloy, a range of \( \lambda \) has been achieved depending on initial conditions. Quasistationary decrease of the solidification velocity leads to extinction of redundant trunks. Increasing the velocity leads to the formation of new trunks from ternary arms, but a striking incubation delay suggests a history-dependent spacing assignment. The results are compared to experimental and theoretical results. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

In materials microstructure classification the primary spacing \( \lambda \) of dendritic arrays is a key factor, which is controlled mainly by the solidification speed. For decreasing velocities, the overlapping solutal diffusion fields select out redundant dendrite trunks, while for increasing velocities smaller spacings are achieved through the “birth” of new dendrites from ternary arms. In classical theories [1,2] an unique spacing is determined as function of the solidification parameters [3]. The e.g., proposed for steady state is

\[
\lambda = 2\pi (kD\Delta T_0)^{1/4} G^{-1/2} V^{-1/4}
\]

with the coefficients for partition \( k \), diffusion \( D \), Gibbs–Thomson curvature \( \Gamma \), solidification interval \( \Delta T_0 \), temperature gradient \( G \) and solidification speed \( V \). Experimental results and more sophisticated theoretical models [4,5] indicate a continuous range of states. Finally, [6–8] it was realized that even the average spacing remarkably depends on the history of the evolution and selection. A hysteresis like delay can be observed for increasing/decreasing velocities.

Phase field models are able to model dendritic solidification. Several models couple the phase-field approach with solutal fields [9–12]. The applied model here [9] avoids jumps of the chemical potential across the interface and has
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advantages in its pragmatic applicability to multi-phase multi-component systems.

In any model there remain problems caused by artificial solute trapping, interface spreading, etc. described mathematically in Ref. [13], which actually are promised to get solved by Ref. [14].

2. Simulation model

The phase-field equation used here is one of the special cases given in Ref. [9], it is also derived in Ref. [16] and reads as

$$\frac{df}{dt} = \mu G \frac{1}{\gamma^2} \frac{\partial f}{\partial C_0}^{36} \left( \frac{1}{C_0} f \right)^2$$

$$- [T - T_m - m_l \langle c_1 \rangle] 30/\delta \frac{\partial f}{\partial C_0}^{(1 - f)^2}$$

and describes the evolution of the liquid/solid interface represented by the phase-field parameter, which continuously changes from liquid ($\phi = 0$) to solid ($\phi = 1$) within the interfacial layer $\delta$. The coefficient $\mu$ describes the attachment kinetic, $G$ is the Gibbs–Thomson coefficient and $m_l$ is the liquidus slope.

The concentration equation is

$$\frac{dc}{dt} = \nabla D(\phi) \nabla c - (c_l - c_s) \nabla \phi,$$

where the first summand describes diffusion in the single phase domains with $D(\phi)$ changing with $\phi$ from $D_{\text{liquid}}$ to $D_{\text{solid}}$. The latter is assumed to be zero in the actual calculations. The second term provokes a solubility jump due to phase-diagram data $c_l - c_s$ across the interface. $c_l$ and $c_s$ are recoupled to $c$ by $c = c_l - \phi(c_l - c_s)$. Equations for $\phi$ and $c$ are solved with a standard control volume approach [15] on a rectangular grid.

Eqs. (2) and (3) are explicitly described in Ref. [16] and are special cases of Ref. [9], but the following changes in Eq. (2) have been introduced: for stability reasons the concentration $\langle c_1 \rangle$ was taken as average of $c_l$ across the interface. Also the $c_l$ coupled term $30\phi^2(1 - \phi)^2$ stabilizes the interface against the original term $6\phi(1 - \phi)$ in Refs. [9,15] comparable to the differences of model 1 against model 2 described in Ref. [17]. For the conditions of directional solidification the temperature was set across the calculation domain linearly according to the imposed temperature gradient decreasing with cooling rate $R = dT/dt$.

In order to economize calculation time we introduced a special moving frame of reference. As we are not interested in late stage phase transformations like ripening here, but in the evolution of primary spacing, it is sufficient to simulate only the relevant window of solutal supercooled liquid at the dendrite tips. The moving frame works digitally in magnitudes of the numerical grid: if a relevant temperature at the bottom of the domain is reached, then all grid variables were indexed one $z$-coordinate lower. The rows introduced new into the domain (from the upper side) were initialized with fixed...
concentration and phase-field values. The rows falling out of the moving “calculation domain” were stored in an extra file, describing finally a “frozen-in domain”. The procedure can be understood looking at Fig. 1, showing on the left side several time steps of the moving calculation domain and on the right side the totally “passed” domain.

3. Simulations

The lay-out of a first calculation was due to a directional solidification experiment at ACCESS e.V. with Al–Si7 [18]. In Table 1 solidification conditions, material data and also numerical parameters are summarized. Solute diffusion in solid was neglected. In east–west direction we applied periodic boundary conditions, isolation at the bottom and a fixed concentration (7%) at the top. The attachment kinetics was assumed to have a four-fold asymmetry of 60%. Explicit noise was not set in the calculations.

The simulation result shown in Fig. 1 started from one seed splitting in the initially undercooled melt directed to the preferred crystal orientation. Then ternary arms build up a dense array of primary arms in direction against the heat flow. While the speed of the tips is retarded from the fast initial growth to the final speed imposed by the temperature profile, the primary spacing selects finally to 320 μm.

Fig. 2 compares the pattern formation for different initial seed densities, while all other conditions are the same as in Fig. 1. As the start from one or two initial seeds results in a spread out of number of trunca up to a minimal spacing of 260 μm, the start from three or four seeds results in spacings up to 530 μm.

The calculated range of dendritic spacings from 260 to 530 μm is close to the experimental finding of \( \lambda_{\text{exp}} = 250 \mu \text{m} \), though this comparison is difficult because of the two-dimensionality and numerical distortions. For additional comparison Eq. (1) provides us with \( \lambda_{\text{th}} = 62 \mu \text{m} \), which is much smaller than the simulation results.

Fig. 3 finally shows the sequence of the evolving microstructure calculated with variation of the cooling rate \( R(t) \) during the calculation in sinus form as an imposed variation of the temperature distribution

\[
R(t) = R_{\text{average}} + A \sin(2\pi t/P)
\]

with \( R_{\text{average}} = 1.66 \text{ K/s} \) as before. The amplitude is \( A = 1.3 \text{ K/s} \) and the period \( P = 400 \text{ s} \) (compare Fig. 4). This period was a compromise between the time necessary to reach quasistationary changes of the solidification speed and available computation time. Now the time-dependent individual front evolution changes everytime, while the so resulting morphology type changes quasistationarily due to the relatively slow changing growth conditions.

![Fig. 2. Variation of initial seed spacing during dendritic growth simulation of Al–7%Si. The picture corresponds to the right side of Fig. 1. Depending on the initial seed density different primary spacings select out. For comparison first experiments provided us with \( \lambda_{\text{exp}} = 250 \mu \text{m} \) and theory gives \( \lambda = 62 \mu \text{m} \).](image-url)
Starting with 2 seeds, the selection behaviour during the first time is quite similar to the correspondent set in Fig. 3 with constant cooling rate. With decreasing cooling rate the diffusion length becomes longer, the tip undercooling is reduced and the first primary trunks die out. At the minimum cooling rate only two primary trunks remain. For this slow velocity there is still the question, if steady state is already reached.

At low speed we observe also side branching in diagonal direction, which is absolutely due to numerical anisotropy concurring with the given anisotropy in the attachment kinetics in main direction. As kinetics plays less role at slow velocities, numerical anisotropy becomes obviously dominant in this regime and vanishes again for higher speeds. In this discussion it is good to know, that the side branching in the actual simulations originates from remaining phase-field instabilities using a coarse numerical grid.

The following acceleration on the one side leads to higher tip undercoolings again. The diffusion fields around the tips form deep grooves, so that finally the ternary arms can invade in highly
undercooled regions leading to birth of new primary trunks. This event happens when the cooling rate of the start is recovered. Further acceleration does not lead to further birth in the actual simulations, even the primary spacing provoked by the initial conditions is not reached. The time-varying values for cooling rate, tip undercooling and primary spacing are also included in Fig. 4. Because of the numerical distortions and model problems these results should not be considered to be fully quantitative, but they give a qualitative picture close to reality. In future validation and implementation of more advanced phase-field models like as given in Ref. [14] should be tested in comparison to experimental work.
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